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Weakly-supervised learning for daily-living action 
recognition

● Motivation:
Enabling robots to understand and recognize human 
actions in domestic environments from processing video 
data.

Enabling elderly people to live in their own homes longer 
by providing social, rather than physical robotic interaction.
Examples: Intelligent reminding, cognitive stimulation and 
mobile video-telephony. [1]

● The RoboLand project:
Telepresence (=mobile robotic
video-telephony) for increasing
social interactions of elderly
people in rural environments
of Germany.

Used telepresence robots:
Double (left) and Amy A1 (right).

● Action Recognition:
Input: A video-clip with a person performing an action.
Desired output: Name of that action (a.k.a the “label”).

Neural Networks can be trained to map video-clips to 
action labels by processing a large amount of example 
training-data.

The Training-dataset determines the action classes that 
can be recognized. More labelled training data means 
better performance!

Action Classes:
BabyCrawling
Archery
ApplyEyeMakeUp
CliffDiving
GolfSwing
Fencing

● Open Problems:
Video datasets for training neural networks are 
magnitudes smaller than their image counterparts.

Daily-living actions datasets are even smaller, since these 
kinds of videos are “boring” and hard to obtain on a big 
scale.

Current neural network approaches (most prominently 
Convolutional Neural Networks) “reason” about approx. 
half a second of input video only. Extension to longer 
temporal extends is needed. [2,3]

● Goals of this PhD:
Releasing a proper daily-living action 
recognition dataset by extending and fixing 
Charades.

Training neural networks with multiple datasets 
(transfer learning, unsupervised learning, multi-
task learning). [5,6,7]

Adapting neural architectures for longer 
temporal inputs (using recurrent neural 
networks like LSTMs and GRUs).

The figure above shows sample frames from videos of 
a daily-living action dataset (Charades [4]) and videos 
sampled from YouTube.

YouTube videos are highly biased towards entertaining 
scenarios and settings.
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